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Abstract

We propose a new test for superior predictive ability. The new test compares favorable to the reality check for data snooping (RC), because the former is more powerful and less sensitive to poor and irrelevant alternatives. The improvements are achieved by two modifications of the RC. We employ a studentized test statistic that reduces the influence of erratic forecasts and we invoke a sample dependent null distribution. The advantages of the new test are confirmed by Monte Carlo experiments and in an empirical exercise, where we compare a large number of regression-based forecasts of annual US inflation to a simple random walk forecast. The random walk forecast is found to be inferior to regression-based forecasts and, interestingly, the best sample performance is achieved by models that have a Phillips curve structure.
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1 Introduction

To test whether a particular forecasting procedure is outperformed by alternative forecasts is a test of superior predictive ability (SPA). White (2000) developed a framework for comparing multiple forecasting models\(^{1}\) and proposed a test for SPA that is known as the reality check for data snooping (RC). In his framework \(m\) alternative forecasts (where \(m\) is a fixed number) are compared to a benchmark forecast, where the predictive abilities are defined by expected loss. The complexity of this inference problem arises from the need to control for the full set of alternatives.

In this paper, we propose a new test for SPA. Our framework is identical to that of White (2000), but we take a different path in our construction of the test. To be specific, we employ a different test statistic and we invoke a sample dependent distribution under the null hypothesis. Compared to the RC, the new test is more powerful and less sensitive to the inclusion of poor and irrelevant alternatives.

We make three contributions in this paper. First, we provide a theoretical analysis of the testing problem that highlights some important aspects. Our theoretical results reveal that the RC can be manipulated by the inclusion of poor and irrelevant forecasts in the set of alternative forecasts. This problem is alleviated by studentizing the test statistic and by invoking a sample dependent null distribution. The latter is based on a novel procedure that incorporates additional sample information in order to identify the ‘relevant’ alternatives. Second, we provided a detailed explanation of a bootstrap implementation of our test for SPA, which will make it easy for users to employ these methods in practice. Third, we apply the tests in an empirical analysis of US inflation. Our benchmark is a simple random walk forecast that uses current inflation as the prediction of future inflation. The benchmark is compared to a large number of regression-based forecasts and our empirical results show that the benchmark is significantly outperformed. Interestingly, the strongest evidence is provided by regression models that have a Phillips curve structure.

When testing for SPA, the question of interest is whether any alternative forecast is better than the benchmark forecast, or equivalently, whether the best alternative forecasting model is

---

\(^{1}\)The term “model” is here used in a broad sense that includes forecasting rules/methods, which do not necessarily involve a modelling of data.
better than the benchmark. This question can be addressed by testing the null hypothesis that “the benchmark is not inferior to any alternative forecast”. This testing problem is relevant for applied econometrics, because several ideas and specifications are often employed before a model is selected. This mining may be exacerbated if more than one researcher is searching for a good forecasting model. For a more complete discussion on this issue, see Sullivan, Timmermann, and White (2003) and references therein. Testing for SPA is useful for a forecaster who wants to explore whether a better forecasting model is available, compared to the model currently being used to make predictions. After a search over several alternative models, the relevant question is whether an observed excess performance by an alternative model is significant or not. The test for SPA can also be used to test an economic theory that places restrictions on the predictability of certain variables, such as the efficient markets hypothesis, see Sullivan, Timmermann, and White (1999).

Tests for equal predictive ability (EPA), in a general setting, were proposed by Diebold and Mariano (1995) and West (1996), where the framework of the latter can accommodate the situation where forecasts involve estimated parameters. Harvey, Leybourne, and Newbold (1997) suggested a modification of the Diebold-Mariano test that leads to better small sample properties. A test for comparing multiple nested model was given by Harvey and Newbold (2000) and McCracken (2000) derived results for the case with estimated parameters and non-differentiable loss functions, such as the mean absolute deviation loss function. West and McCracken (1998) developed regression-based tests and other extensions were made by Harvey, Leybourne, and Newbold (1998), West (2001), and Clark and McCracken (2001) who considered tests for forecast encompassing, and by Corradi, Swanson, and Olivetti (2001) who compared forecasting models that include cointegrated variables.

Whereas the frameworks of Diebold and Mariano (1995) and West (1996) involve tests for EPA, the testing problem in White’s framework is a test for SPA. The distinction is important because the former leads to a simple null hypothesis, whereas the latter leads to a composite hypothesis. One of the main complications in composite hypotheses testing is that (asymptotic) distributions typically depend on nuisance parameters, such that the null distribution is not unique.
The usual way to handle this ambiguity is to use the least favorable configuration (LFC), which is sometimes referred to as "the point least favorable to the alternative". Our analysis shows that this approach leads to some rather unfortunate properties when testing for SPA. An edifying example for understanding the advantages of our sample dependent null distribution, is that where a simple Bonferroni bound test is employed. Naturally, our test is quite different from the conservative Bonferroni bound test. If we let $p_{\min}$ denotes the smallest $p$-value of the $m$ pairwise comparisons (comparing each alternative to the benchmark), then the Bonferroni bound test (at level $\alpha$) rejects the null hypothesis if $p_{\min} < \alpha/m$. It is now evident that the power of this test can be driven to zero by adding poor and irrelevant alternatives to the comparison, because this increases $m$ (but does not affect $p_{\min}$). Yet, sample information will (at least asymptotically) identify the poor and irrelevant alternative, and this allows us to use a smaller denominator when defining the critical value, e.g. $\alpha/m_0$ for some $m_0 \leq m$. Our sample dependent null distribution is quite analogous to this improvement of the Bonferroni bound test, although the (presumed) poor alternatives are not discarded entirely from the comparison.

In relation to the existing literature on forecast evaluation and comparison, it is important to acknowledge a limitation of the specific test that we propose in this paper. A comparison of nested models becomes problematic when parameters are estimated recursively, because this situation violates our stationarity assumption. So this situation requires a different bootstrap implementation amongst other things. The advantages of the studentized test statistic and our sample dependent null distribution do not rely on stationarity, and are therefore expected to be useful in a more general context. A related issue concerns optimallity of our test. While the new test dominates the RC we do not claim it to be optimal. The lack of an optimallity result is not surprising, because such results are rare in composite hypothesis testing. It is also worth to observe that leading statisticians continue to quarrel about the suitable criterion (for defining optimallity) in this context, see Perlman and Wu (1999) and the comments on this paper by Roger Berger, David Cox, Michael McDermott and Yining Wang.

This paper is organized as follows. Section 2 introduces the new test for SPA and contains our theoretical results. Section 3 provides the details of the bootstrap implementation. Section
4 contains a simulation-based study of the finite sample properties of the new test for SPA and compares it to those of the RC. Section 5 contains an empirical forecasting exercise of US inflation, and Section 6 gives a summary and some concluding remarks. All proofs are presented in Appendix A.

2 Testing for Superior Predictive Ability

We consider a situation where a decision must be made $h$ periods in advance and let $\{\delta_{k,t-h}, k = 0, 1, \ldots, m\}$ be the (finite) set of possible decision rules. Decisions are evaluated with a real-valued loss function, $L(\xi_t, \delta_{t-h})$, where $\xi_t$ is a random variable that represents the aspects of the decision problem that are unknown at the time the decision is made. An overview of our notation is given in Table 1.

Table 1 about here

This provides a general framework for comparing forecasts and decision rules. Our leading example is the comparison of forecasts, so we shall often refer to $\delta_{k,t-h}$ as the $k$th forecasting model. The first model, $k = 0$, has a special role and will be referred to as the benchmark.

The decision rule, $\delta_{k,t-h}$, can represent a point forecast, an interval forecast, a density forecasts, or a trading rule for an investor. Next, we give some examples.

Example 1 (Point Forecast) Let $\delta_{k,t-h}$, $k = 0, 1, \ldots, m$ be different point forecasts of a real random variable $\xi_t$. The mean squared error loss function, $L(\xi_t, \delta_{k,t-h}) = (\xi_t - \delta_{k,t-h})^2$, is an example of a loss function that could be used to compare the different forecasts.

Example 2 (Conditional Distribution and Value-at-Risk Forecasts) Let $\xi_t$ be a conditional density on $\mathbb{R}$, and let $\delta_{k,t-h}$ be a forecast of $\xi_t$. Then we might evaluate the precision of $\delta_k$ by the Kolmogorov-Smirnov statistic, $L(\xi_t, \delta_{k,t-h}) = \sup_{x \in \mathbb{R}} |\int_{-\infty}^{x} \xi_t(y) - \delta_{k,t-h}(y) dy|$, or a Kullback-Leibler measure, $L(\xi_t, \delta_{k,t-h}) = \int_{-\infty}^{\infty} \log[\delta_{k,t-h}(x)/\xi_t(x)] \xi_t(x) dx$.

Alternatively, $\delta_{k,t-h}$ could be a Value-at-Risk measure (at quantile $\alpha$), which could be evaluated using $L(\xi_t, \delta_{k,t-h}) = |\int_{-\infty}^{\delta_{k,t-h}} \xi_t(x) dx - \alpha|.$
In Example 2, $\xi_t$ will often be unobserved and this creates additional complication for the empirical evaluation and comparison. When a proxy is substituted for $\xi_t$ it can cause the empirical ranking of alternatives to be inconsistent for the intended (true) ranking, see Hansen and Lunde (2005).  Corradi and Swanson (2004) have recently derived a RC-type test for comparing conditional density forecasts, which is closely related to the problem of Example 2. Their test is similar to that of White (2000), so their test might also be improved by the two modifications that we propose in this paper.

**Example 3 (Trading Rules)** Let $\delta_{k,t-1}$ be a binary variable that instructs a trader to take either a short or a long position in an asset at time $t - 1$. The $k$th trading rule yields the profit $\pi_{k,t} = \delta_{k,t-1}r_t$, where $r_t$ is the return on the asset in period $t$. A trader who is currently using the rule, $\delta_0$, might be interested to know if an alternative rule has a larger expected profit than $\delta_0$. This can be formulated in our framework by setting $\xi_t = r_t$ and $L(\xi_t, \delta_{k,t-1}) = -\delta_{k,t-1}\xi_t$.

The benchmark in Example 3 could be $\delta_{0,t} = 1$, which is the rule that is always “long in the market”. This was the benchmark used by Sullivan, Timmermann, and White (1999, 2001), who evaluated the significance of technical trading rules and calendar effects in stock returns.

**2.1 Hypothesis of Interest**

We are interested to know whether any of the models, $k = 1, \ldots, m$, are better than the benchmark in terms of expected loss. So we seek a test of the null hypothesis that the benchmark is not inferior to any of the alternatives. The variables that will be key for our analysis are the relative performance variables, which are defined by

$$d_{k,t} \equiv L(\xi_t, \delta_{0,t-1}) - L(\xi_t, \delta_{k,t-1}), \quad k = 1, \ldots, m.$$  

So $d_{k,t}$ denotes the performance of model $k$ relative to the benchmark at time $t$, and we stack these variables into the vector of relative performances, $d_t = (d_{1,t}, \ldots, d_{m,t})'$. Provided that $\mu \equiv E(d_t)$
is well defined, we can now formulate the null hypothesis of interest as

\[ H_0 : \mu \leq 0, \quad (1) \]

and our maintained hypothesis is \( \mu \in \mathbb{R}^m \).

We work under the assumption that model \( k \) is better than the benchmark if and only if \( E(d_{k,t}) > 0 \). So we focus exclusively on the properties of \( d_t \) and abstract entirely from all aspects that relate to the construction of the \( \delta \)-variables. So \( d_t, \ t = 1, \ldots, n \), will \textit{de facto} be viewed as our data, and we will therefore state all assumptions in terms \( d_t \). Specifically we make the following assumption.

**Assumption 1** The vector of relative loss variables, \( \{d_t\} \), is (strictly) stationary and \( \alpha \)-mixing of size \(-(2 + \delta)(r + \delta)/(r - 2)\), for some \( r > 2 \) and \( \delta > 0 \), where \( E|d_t|^{r+\delta} < \infty \) and \( \text{var}(d_{k,t}) > 0 \) for all \( k = 1, \ldots, m \).

Assumption 1 is made for two reasons. The first is to ensure that certain population moments, such as \( \mu \), are well defined. The second reason is to justify the use of bootstrap techniques that we describe in details in Section 3. Note that Assumption 1 does not require the individual loss variables, \( L(\xi_t, \delta_{k,t-h}) \), to be stationary. An immediate consequence of Assumption 1 is that a central limit theorem applies, such that

\[ n^{1/2}(\bar{d} - \mu) \xrightarrow{d} N_m(0, \Omega), \quad (2) \]

where \( \bar{d} \equiv n^{-1} \sum_{t=1}^n d_t \) and \( \Omega \equiv \text{avar}(n^{1/2}(\bar{d} - \mu)) \), see, e.g., de Jong (1997).

Diebold and Mariano (1995) and West (1996) provide sufficient conditions that also lead to the asymptotic normality in (2), see also Giacomini and White (2003) who establishes this property for a related testing problem. However, the asymptotic normality does not hold in general. An important exception is that were the benchmark is nested in all alternative models (under the null hypothesis) and the parameters estimated recursively. In this situation the limiting distribution will typically be given as a function of Brownian motions, see, e.g., Clark and McCracken (2001).
When comparing nested models, the null hypothesis simplifies to the simple hypothesis, $\mu = 0$. So in this case it seems more appropriate to apply a test for EPA, such as that of Harvey and Newbold (2000), which can be used to compare multiple nested model.

At this point, all essential aspects of our framework are identical to those in White (2000), and White proceeds by constructing the RC from the test statistic,

$$T_{n}^{\text{RC}} \equiv \max(n^{1/2} \bar{d}_1, \ldots, n^{1/2} \bar{d}_m),$$

and an asymptotic null distribution that is based on $n^{1/2} \bar{d} \sim N_m(0, \hat{\Omega})$, where $\hat{\Omega}$ is a consistent estimator of $\Omega$. Here, it is worth to note that the RC is based on an asymptotic null distribution that assumes $\mu_k = 0$ for all $k$, even though all negative values of $\mu_k$ also conform with the null hypothesis. This aspect is the underlying topic of the subsections 2.3 and 2.4. First we discuss a studentization of the test statistic.

Given the asymptotic normality of $\bar{d}$, it may seem natural to employ a quadratic-form test statistic to test $H_0$, such as the likelihood ratio test used in Wolak (1987). However, the situation that we have in mind is one where $m$ is too large to obtain a sensible estimate of all elements of $\Omega$. Instead we consider simpler statistics, such as $T_{n}^{\text{SPA}}$ (defined below) that only requires the diagonal elements of $\Omega$ to be estimated. It is not surprising that non-quadratic statistics will be non-pivotal – even asymptotically – because their asymptotic distribution will depend on (some elements of) the covariance matrix, which makes $\Omega$ a nuisance parameter. To handle this problem, we follow White (2000) and employ a bootstrap method that implicitly takes care of this nuisance parameter problem. So our motivation for using the bootstrap is not driven by higher-order refinements, but merely to handle this nuisance parameter problem.

We analyze this testing problem in the remainder of this section, and our findings motivate the following two recommendations that spell out the differences between the RC and our new test for SPA.
1. Use the studentized test statistic, 

\[ T_n^{\text{SPA}} \equiv \max \left[ \max_{k=1, \ldots, m} \frac{n^{1/2} \hat{d}_k}{\hat{\omega}_k}, 0 \right], \]

where \( \hat{\omega}_k^2 \) is some consistent estimator of \( \omega_k^2 \equiv \text{var}(n^{1/2} \hat{d}_k) \).

2. Invoke a null distribution that is based on \( N_m(\hat{\mu}^c, \hat{\Omega}) \), where \( \hat{\mu}^c \) is a carefully chosen estimator for \( \mu \) that conforms with the null hypothesis. Specifically we suggest the estimator

\[ \hat{\mu}_c^k = \hat{d}_k 1 \left\{ n^{1/2} \hat{d}_k / \hat{\omega}_k \leq -\sqrt{2 \log \log n} \right\}, \quad k = 1, \ldots, m, \]

where \( 1_{\{\cdot\}} \) denotes the indicator function.

The motivations for our choice of \( \mu \)-estimator will be explained in Section 2.4, but it is important to understand that the use of a consistent estimator of \( \mu \) need not produce a valid test.

### 2.2 Choice of Test Statistic

When the benchmark has the best sample performance (\( \bar{d} \leq 0 \)) the test statistic is normalized to be zero. In this case there is no evidence against the null hypothesis, and the null should therefore not be rejected. The normalization is convenient for theoretical reasons, because we avoid a divergence problem (to \(-\infty\)) that would otherwise occur whenever \( \mu < 0 \).

As we discussed in the introduction, there are few optimality results in the context of composite hypothesis testing. This is particularly the case for the present problem of testing multiple inequalities. However, some arguments that justify our choice of test statistic, \( T_n^{\text{SPA}} \) (instead of using \( T_n^{\text{RC}} \)) are called upon.

While we shall argue that \( T_n^{\text{SPA}} \) is preferred to \( T_n^{\text{RC}} \), it cannot be shown that the former uniformly dominate the latter in terms of power. In fact there are situations where the \( T_n^{\text{RC}} \) leads to a more powerful test (such as the case where \( \omega_j^2 = \omega_k^2, \forall j, k = 1, \ldots, m \)). However, such exceptions are unlikely to be of much empirical relevance, as we discuss below. So we are comfortable recommending the use of \( T_n^{\text{SPA}} \) in practice and it is worth to point out that a studentization of the
individual statistics is the conventional approach to multiple comparisons, see Miller (1981) and Savin (1984). This studentization is also embedded in the related approach where the individual statistics are converted into \( m \) “\( p \)-values”, and the maximum \( p \)-value is used as the test statistic, see Tippett (1931), Folks (1984), Marden (1985), Westfall and Young (1993), and Dufour and Khalaf (2002). In the present context, Romano and Wolf (2003) also adopt the studentized test statistic, see also Lehmann and Romano (2005, chapter 9).

Our main argument for the studentization is that it typically will improve the power. This can be understood from the following simple example.

**Example 4**  Consider the case where \( m = 2 \) and suppose that

\[
n^{1/2}(\mathbf{d} - \mu) \sim N_2(0, \begin{pmatrix} 4 & 0 \\ 0 & 1 \end{pmatrix}),
\]

where the covariance is zero (a simplification that is not necessary for our argument). Now consider the particular local alternative where \( \mu_2 = 2n^{-1/2} > 0 \). So \( \mathbf{d}_2 \) is expected to yield a fair amount of evidence against \( H_0 : \mu \leq 0 \), because the \( t \)-statistic, \( n^{1/2}\mathbf{d}_2/\hat{\sigma}_k \), will be centered about 2. It follows that the null distributions (using \( \mu = 0 \)) are given by \( T_n^{RC} \sim F_0(x) \equiv \Phi(x/2)\Phi(x) \) and \( T_n^{SPA} \sim G_0(x) \equiv \Phi(x)\Phi(x) \), whereas \( T_n^{RC} \sim F_1(x) \equiv \Phi(x/2)\Phi(x + 2) \) and \( T_n^{SPA} \sim G_1(x) \equiv \Phi(x)\Phi(x + 2) \) under the local alternative. Here we use \( \Phi(\cdot) \) to denote the standard Gaussian distribution and \( \sim \) refers to “asymptotically distributed as”. Figure 1 shows the upper tails of the null distributions, \( 1 - F_0(x) \) and \( 1 - G_0(x) \) (thick lines), and the upper tails of \( 1 - F_1(x) \) and \( 1 - G_1(x) \) (thin lines) that represent the distributions of the test statistics under the local alternative. We use dotted lines for the distributions of \( T_n^{RC} \) and solid lines for the distributions of \( T_n^{SPA} \). The power for a given level of either of the two tests can be read off the figure and we have singled out the powers of the 5%-level tests. These reveal that the studentization more than triples the power, from about 15% to about 53%. So the RC is much less likely to detect that the null is false, because the noisy \( \mathbf{d}_1 \) conceals the evidence against \( H_0 \) that \( \mathbf{d}_2 \) provides.
The previous example highlights the advantages of studentizing the individual statistics, as it avoids a comparison of objects that are measured in different “units of standard deviation”, (avoiding a comparison of apples and bananas). There is one exception where the studentization may reduce the power that occurs when the best performing model has the largest variance (i.e. if \( \text{var}(\bar{d}_2) \geq \text{var}(\bar{d}_1) \) in the previous example). Since poor performing models also tend to have the most erratic performances, we consider this case to be of little empirical relevance. Also, the loss in power from estimating \( \omega_k^2 \) is quite modest when these are estimated precisely.

In the remainder of this section we derive results that motivate our data dependent choice of null distribution. To make clear that our results are not specific to the two statistics, \( T_{n}^{RC} \) and \( T_{n}^{SPA} \), we derive our results for a broader class of test statistics. This is also convenient because other statistics (from this class of statistics) may be used in future applied work.

### 2.3 Theoretical Results for a Class of Test Statistics

We consider a class of test statistics, where each of the statistics satisfies the following conditions.

**Assumption 2** The test statistic has the form \( T_n = \varphi(U_n, V_n) \), where \( U_n \equiv n^{1/2} \bar{d} \) and \( V_n \xrightarrow{p} v_0 \in \mathbb{R}^q \) (a constant). The mapping, \( \varphi(u, v) \), is continuous in \( u \) on \( \mathbb{R}^m \) and continuous in \( v \) in a neighborhood of \( v_0 \). Further,

(a) \( \varphi(u, v) \geq 0 \) and \( \varphi(0, v) = 0 \);

(b) \( \varphi(u, v) = \varphi(u^+, v) \) where \( u_k^+ = \max(0, u_k) \), \( k = 1, \ldots, m \);

(c) \( \varphi(u, v) \to \infty \), if \( u_k \to \infty \) for some \( k = 1, \ldots, m \).

Thus, in addition to the sample average, \( \bar{d} \), the test statistic may depend on the data through \( V_n = v(d_1, \ldots, d_n) \), as long as \( V_n \) converges in probability to a constant (or vector of constants). Assumption 2.a is a normalization, (if \( \bar{d} = 0 \) there is no evidence against \( H_0 \)); Assumption 2.b states that only the positive elements of \( u \) matter for the value of the test statistic; and Assumption
2.2 requires that the test statistic diverges to infinity as the evidence against the null hypothesis increases (to infinity).

The mapping: \((\mu, \Omega) \mapsto \Omega^o\), given by

\[
\Omega^o_{ij} \equiv \Omega_{ij} 1_{\{\mu_i = \mu_j = 0\}}, \quad i, j = 1, \ldots, m,
\]

defines an \(m \times m\) covariance matrix, \(\Omega^o\), that plays a role in our asymptotic results. So \(\Omega^o\) is similar to \(\Omega\), except that the elements of certain rows and columns have been set to zero. An example of how \(\mu\) and \(\Omega\) translate into \(\Omega^o\), is the following:

\[
\mu = \begin{pmatrix}
0 \\
-2 \\
0
\end{pmatrix}, \quad \Omega = \begin{pmatrix}
\omega_{11}^2 & \omega_{12} & \omega_{13} \\
\omega_{21} & \omega_{22}^2 & \omega_{23} \\
\omega_{31} & \omega_{32} & \omega_{33}^2
\end{pmatrix}, \quad \Omega^o = \begin{pmatrix}
\omega_{11}^2 & 0 & \omega_{13} \\
0 & 0 & 0 \\
\omega_{31} & 0 & \omega_{33}^2
\end{pmatrix},
\]

and \(\Omega^o\) has at most rank \(m_o\), where \(m_o\) is the number of elements in \(\mu\) that equals zero.

The following Theorem provides the asymptotic null distribution for all test statistics that satisfies Assumption 2.

**Theorem 1** Suppose Assumptions 1 and 2 hold and let \(F_0\) be the cumulative distribution function (cdf) of \(\varphi(Z, v_0)\), where \(Z \sim N_m(0, \Omega^o)\). Under the null hypothesis, \(\mu \leq 0\), it holds that \(\varphi(n^{1/2} \bar{d}, V_n) \overset{d}{\rightarrow} F_0\), where \(v_o = \text{plim} \ V_n\). Under the alternative, \(\mu \not\leq 0\), we have that \(\varphi(n^{1/2} \bar{d}, V_n) \overset{D}{\rightarrow} \infty\).

The test statistic, \(T_n^{SPA}\), satisfies Assumption 2 whereas that of the RC does not. It is nevertheless possible to obtain critical values for \(T_n^{RC}\) from Theorem 1. This is done by applying Theorem 1 to the test statistic \(T_n^{RC^+} = \max(T_n^{RC}, 0)\) that satisfies Assumption 2 and noting that the distributions of \(T_n^{RC^+}\) and \(T_n^{RC}\) coincide on the positive axis, which is the relevant support for the critical value. Alternatively, the asymptotic distribution of \(T_n^{RC}\) can be obtained directly as we do in the following corollary.

**Corollary 2** Let \(m_o \leq m\) be the number of models with \(\mu_k = 0\), and define \(\Sigma\) to be the \(m_o \times m_o\) submatrix of \(\Omega\) that contains the \((i, j)\)'th element of \(\Omega\) if \(\mu_i = \mu_j = 0\), and let \(\zeta_\Sigma\) denote
The distribution of $Z_{\text{max}} \equiv \max_{j=1, \ldots, m_0} Z_j^o$, where $Z^o = (Z_1^o, \ldots, Z_{m_0}^o)^T \sim N_{m_0}(0, \Sigma)$. Then $T^{n\text{RC}}_n \stackrel{d}{\rightarrow} \zeta \Sigma$ if $\max_k \mu_k = 0$, whereas $T^{n\text{RC}}_n \stackrel{P}{\rightarrow} -\infty$ if $\mu_k < 0$ for all $k = 1, \ldots, m$. Under the alternative where $\mu_k > 0$ for some $k$, it holds that $T^{n\text{RC}}_n \stackrel{P}{\rightarrow} \infty$.

Theorem 1 and Corollary 2 have shown that it is only the binding constraints (those with $\mu_k = 0$) that matter for the asymptotic distribution. Naturally the number of binding constraints can be small relative to the number of inequalities, $m$, that are being tested. This result is known from the problem of testing linear inequalities in linear (regression) models, see Perlman (1969), Wolak (1987, 1989b), Robertson, Wright, and Dykstra (1988), and Dufour (1989), and see Wolak (1989a, 1991) for tests of nonlinear inequalities. The testing problem is also related to that in Gouriéroux, Holly, and Monfort (1982), King and Smith (1986), and Andrews (1998) where the alternative is constrained by inequalities. See Goldberger (1992) for a nice discussion of the relation between the two testing problems.

An immediate consequence of Corollary 2 is that the RC is easy to manipulated by the inclusion of irrelevant alternative models. The $p$-value can be increased in an artificial way by adding poor forecasts to the set of alternative forecasts (i.e. by increasing $m$ while $m_o$ remains constant). In other words, it is possible to eroded the power of the RC to zero by including poor alternatives in the analysis. Naturally, we would want to avoid such properties, to the extend that this is possible.

Since the test statistics have asymptotic distributions that depend on $\mu$ and $\Omega$, these are nuisance parameters. The traditional way to proceed in this case, is to substitute a consistent estimator for $\Omega$ and employ the LFC over the values of $\mu$ that satisfy the null hypothesis. In the present situation, the point least favorable to the alternative is $\mu = 0$, which presumes that all alternatives are as good as the benchmark. In the next subsection we explore an alternative way to handle the nuisance dependence on $\mu$, where we use a data dependent choice for $\mu$, rather than $\mu = 0$ as dictated by the LFC.
Figure 2 illustrates a situation for $m = 2$, where the two-dimensional plane represents the sampling space for $\tilde{d} = (\tilde{d}_1, \tilde{d}_2)'$. We have plotted a realization of $\tilde{d}$, which is in the neighborhood of its true expected value, $\mu = (\mu_1, \mu_2)'$ and the ellipse around $\mu$ is meant to illustrate the covariance structure of $\tilde{d}$. The shaded area represent the values of $\mu$ that conform with the null hypothesis. Because we have placed $\mu$ outside this shaded area, the situation in Figure 2 is one where the null hypothesis is false. The RC is a LFC-based test, so it derives critical values as if $\mu = 0$ (the origin, $o = (0, 0)'$ of the figure). The critical value, $C_{RC}$, is illustrated by the dashed line, such that the area above and to the right of the dashed line defines the critical region of the RC. The shape of the critical region follows from the definition of $T_n^{RC}$. Because $\tilde{d}$ is outside the critical region, the RC fails to reject the (false) null hypothesis in this example.

### 2.4 The Distribution under the Null Hypothesis

Hansen (2003) proposed an alternative to the LFC approach that leads to more powerful tests of composite hypotheses. The LFC is based on a supremum that is taken over the null hypothesis, whereas the idea in Hansen (2003) is to take the supremum over a smaller (confidence) set that is chosen such that it contains the true parameter with a probability that converges to one. In this paper, we use a closely related procedure that is based directly on the asymptotic distributions of Theorem 1 and Corollary 2.

In the previous subsection, we saw that the poor alternatives are irrelevant for the asymptotic distribution. So a proper test should reduce the influence of these models, while preserving the influence of the models with $\mu_k = 0$. It may be tempting to simply exclude the alternatives with $\tilde{d}_k < 0$ from the analysis. However, this approach does not lead to valid inference in general, because the models that are (or appear to be) a little worse than the benchmark, can have a substantial influence on the distribution of the test statistic in finite samples (and even asymptotically if $\mu_k = 0$). So we construct our test in a way that incorporates all models, while it reduces the influence of alternatives that the data suggest are poor.
Our choice of estimator, \( \hat{\mu}^c \), is motivated by the law of the iterated logarithm that states that

\[
P \left( \lim_{n \to \infty} \inf \frac{n^{1/2} (\bar{d}_k - \mu_k)}{\omega_k} = -\sqrt{2 \log \log n} \right) = 1, \quad \text{and}
\]

\[
P \left( \lim_{n \to \infty} \sup \frac{n^{1/2} (\bar{d}_k - \mu_k)}{\omega_k} = +\sqrt{2 \log \log n} \right) = 1.
\]

The first equality shows that \( \hat{\mu}^c_k \) effectively captures all the elements of \( \mu \) that are zero. I.e. \( \mu_k = 0 \Rightarrow \hat{\mu}^c_k = 0 \) almost surely. Similarly, if \( \mu_k < 0 \) the second equality states that \( \bar{d}_k \) will be very close to \( \mu_k \), in fact \( n^{1/2} \bar{d}_k \) is smaller than \( -n^{1/2-\epsilon} \) for any \( \epsilon > 0 \) and \( n \) sufficiently large. Thus \( n^{1/2} \bar{d}_k/\omega_k \) is, in particular, smaller than the threshold rate, \(-\sqrt{2 \log \log n}\), for \( n \) sufficiently large, which shows that \( \bar{d}_k \) eventually will stay below the implicit threshold in our definition of \( \hat{\mu}^c_k \), such that \( \mu_k < 0 \Rightarrow \hat{\mu}^c_k \ll 0 \) almost surely. So \( \hat{\mu}^c \) meet the necessary asymptotic requirements that we identified in Theorem 1 and Corollary 2.

While the poor alternatives should be discarded asymptotically, this is not true in finite samples as we have discussed earlier. Our estimator, \( \hat{\mu}^c \), explicitly accounts for this by keeping all alternatives in the analysis. A poor alternative, \( \mu_k < 0 \), still has an impact on the critical value whenever \( \mu_k/(\omega_k n^{1/2}) \) is only moderately negative, say between \(-1\) and 0. This is the reason that the poor performing alternatives cannot simply be omitted from the analysis. We emphasize this point because an earlier version of this paper has incorrectly been quoted for “discarding the poor models”.

While \( \hat{\mu}^c \) leads to a correct separation of good and poor alternatives, there are other threshold rates that also produce valid tests. The rate \( \sqrt{2 \log \log n} \) is the slowest rate that captures all alternatives with \( \mu_k = 0 \), whereas the faster rate, \( n^{1/2-\epsilon} \), for any \( \epsilon > 0 \), guarantees that all the poor models are discarded asymptotically. So there is a wide range of rates that can be used to asymptotically discriminate between good and poor alternatives. One example is \( \frac{1}{n^{1/4}} \) that was used in a previous version of this paper. Because different threshold rates will lead to different \( p \)-values in finite samples it is convenient to determine an upper and lower bound the \( p \)-values that different threshold rates would result in. These are easily obtained by using the “estimators”, \( \hat{\mu}' \) and \( \hat{\mu}'' \), given by, \( \hat{\mu}'_k \equiv \min(\bar{d}_k, 0) \) and \( \hat{\mu}''_k = 0, k = 1, \ldots, m \), where the latter yields the LFC-based test.
It is simple to verify that \( \hat{\mu}_l \leq \hat{\mu}_c \leq \hat{\mu}_u \), which, in part, motivates the superscripts, and we have the following result, where \( F_o \) is the cdf of \( \varphi(Z, v_0) \) that we defined in Theorem 1.

**Theorem 3** Let \( F_n^i \) be the cdf of \( \varphi(n^{1/2}Z_i, V_n) \), for \( i = l, c, \) or \( u \), where \( n^{1/2}(Z_i - \hat{\mu}_i) \overset{d}{\to} N_m(0, \Omega) \). Suppose that Assumptions 1 and 2 hold, then \( F_n^c \to F_o \) as \( n \to \infty \), for all continuity points of \( F_o \) and \( F_n^i(x) \leq F_n^c(x) \leq F_n^u(x) \) for all \( n \) and all \( x \in \mathbb{R} \).

Theorem 3 shows that \( \hat{\mu}_c \) leads to a consistent estimate of the asymptotic distribution of our test statistic. The theorem also shows that \( \hat{\mu}_l \) and \( \hat{\mu}_u \) provide an upper and lower bound for the distribution, \( F_n^c \), which can be useful in practice. E.g., a substantial difference between these bounds is indicative of the presence of poor alternatives, in which case the sample dependent null distribution is useful.

Given a value for the test statistic \( t = T_n(d_1, \ldots, d_n) \) it is natural to define the true asymptotic p-value as \( p_o(t) = P(T > t) \) where \( T \sim F_o \), such that \( p_o(t) = 1 - F_o(t) \) whenever \( F_0 \) is continuous at \( t \). The empirical p-value is to be deduced from an estimate of \( F_n^i \), \( i = l, c, u \), and the following corollary shows that \( \hat{\mu}_c \) yields a consistent p-value.

**Corollary 4** Consider the studentized test statistic, \( t = T_n^{SPA}(d_1, \ldots, d_n) \). Let the empirical p-value, \( \hat{p}_n(t) \), be inferred from \( \hat{F}_n^c \), where \( \hat{F}_n^c(t) - F_n^c(t) = o(1) \) for all \( t \). Then \( \hat{p}_n(t) \to p_o(t) \) for any \( t > 0 \).

The two other choices, \( \hat{\mu}_l \) and \( \hat{\mu}_u \), do not produce consistent p-values in general. It follows directly from Theorem 1 that \( \hat{\mu}_u \) will not produce a consistent p-value, unless \( \mu = 0 \). That the p-value from using \( \hat{\mu}_l \) is inconsistent is easily understood by noting that a critical value that is based on \( N(0, \Omega) \), will be greater than one that is based on the mixed Gaussian distribution, \( N(n^{1/2} \hat{\mu}_l, \Omega) \). So a p-value that is based on \( \hat{\mu}_l \) is (asymptotically) smaller than the correct p-value, which makes this a liberal test despite of the fact that \( \hat{\mu}_l \overset{p}{\to} \mu \) under the null hypothesis. This problem is closely related to the inconsistency of the bootstrap, when a parameter is on the boundary of the parameter space, as analyzed by Andrews (2000). In our situation the inconsistency arises because \( \mu \) is on the boundary of the null hypothesis, which leads to a violation of a similarity on the boundary condition, see Hansen (2003). See Cox and Hinkley (1974, p. 150)
Figure 3 shows how the consistent estimate of the null distribution can improve the power. Recall the situation from Figure 2 where the null hypothesis is false. The data dependent null distribution is defined from a projection of \( \tilde{d} = (\tilde{d}_1, \tilde{d}_2)' \) onto the set of parameter values that conform with the null hypothesis. This yields the point \( \mu^l = \tilde{\mu}^c \) (assuming that \( \tilde{d}_2 \) is below the relevant \( 2 \log \log n \)-threshold). The critical region of the SPA test (induced by \( \tilde{d} \)) is the area above and to the right of the dotted line marked by \( C_{SPA} \). Because \( \tilde{d} \) is in the critical region, the SPA-test (correctly) rejects the null hypothesis in this case.

3 Bootstrap Implementation of the Test for SPA

In this section we describe a bootstrap implementation of the SPA tests in details. The implementation is based on the stationary bootstrap of Politis and Romano (1994), but it is straightforward to modify the implementation to the block bootstrap of Künsch (1989). While there are arguments that favor the block bootstrap over the stationary bootstrap, see Lahiri (1999), these advantages require the use of an optimal block-length that is hard to determine when \( m \) is large relative to \( n \), as will often be the case when testing for SPA.

The stationary bootstrap of Politis and Romano (1994) is based on pseudo time-series of the original data. The pseudo time-series, \( \{d^*_b, t\} \equiv \{d_{t,b}\}, b = 1, \ldots, B, \) are resamples of \( d_t \), where \( \{\tau_{b,1}, \ldots, \tau_{b,n}\} \) is constructed by combining blocks of \( \{1, \ldots, n\} \) with random lengths. The leading case is that where the block-length is chosen to be geometrically distributed with parameter \( q \in (0, 1] \), but the block-length may be randomized differently as discussed in Politis and Romano (1994). Here we follow the conventional setup of the stationary bootstrap. The \( B \) resamples\(^2\) can be generated from two random \( B \times n \) matrices, \( U \) and \( V \), where the elements, \( u_{b,t} \)

---

\(^2\)The number of bootstrap resamples, \( B \), should be chosen to be sufficiently large such that the results are not affected by the actual draws of \( \tau_{b,t} \). This can be achieved by increasing \( B \) until the results are robust to increments, or one can apply more formal methods, such as the three-step method of Andrews and Buchinsky (2000).
and $v_{b,t}$, are independent and uniformly distributed on (0, 1]. The first element of each resample is defined by $\tau_{b,1} = \left\lceil n u_{b,1} \right\rceil$, where $\lceil x \rceil$ is the smallest integer that is larger than or equal to $x$.

For $t = 2, \ldots, n$ the elements are given recursively, by

$$
\tau_{b,t} = \begin{cases} 
\left\lceil n u_{b,1} \right\rceil & \text{if } v_{b,t} < q, \\
1_{\{r_{b,t-1} < n\}} \tau_{b,t-1} + 1 & \text{if } v_{b,t} \geq q.
\end{cases}
$$

So with probability $q$, the $t$th element is chosen uniformly on $\{1, \ldots, n\}$ and with probability $1 - q$, the $t$th element is chosen to be the integer that follows $\tau_{b,t-1}$, unless $\tau_{b,t-1} = n$ in which case $\tau_{b,t} \equiv 1$. The block bootstrap is very similar to the stationary bootstrap, but instead of using blocks with random length, the block bootstrap combines blocks of equal length.

From the pseudo time-series, we calculate their sample averages, $\bar{d}_b^* \equiv n^{-1} \sum_{t=1}^n d_{b,t}^*$, $b = 1, \ldots, B$, that can be viewed as (asymptotically) independent draws from the distribution of $\bar{d}$, under the bootstrap distribution. So this provides an intermediate step to estimate the distribution of our test statistic.

**Lemma 5** Let Assumption 1 hold and suppose that the bootstrap parameter, $q = q_n$, satisfies $q_n \to 0$ and $n q_n^2 \to \infty$ as $n \to \infty$. Then

$$
\sup_{z \in \mathbb{R}^m} \left| P^*(n^{1/2}(\bar{d}_b^* - \bar{d}) \leq z) - P(n^{1/2}(\bar{d} - \mu) \leq z) \right| \to 0,
$$

where $P^*$ denotes the bootstrap probability measure.

The theorem shows that the empirical distribution of the pseudo time-series can be used to approximate the distribution of $n^{1/2}(\bar{d} - \mu)$. This result follows directly from Goncalves and de Jong (2003, theorem 2), who derived the result under slightly weaker assumptions than we have stated. (Their assumptions are formulated for near-epoch dependent processes). The test statistic, $T_{SPA}^*$, requires estimates of $\sigma_k^2$, $k = 1, \ldots, m$. An earlier version of this paper was based on the estimator:

$$
\hat{\sigma}_{k,B}^2 = B^{-1} \sum_{b=1}^B \left( n^{1/2} \bar{d}_{k,b}^* - n^{1/2} \bar{d}_k \right)^2,
$$
where \( \bar{d}_{k,b,t} = n^{-1} \sum_{t=1}^{n} d_{k,t,b,i} \). By the law of large numbers, this estimator is consistent for the bootstrap-population value of the variance, which, in turn, is consistent for the true variance, \( \omega_k^2 \), see Goncalves and de Jong (2003, theorem 1). However, it is our experience that \( B \) needs to be quite large to sufficiently reduce the additional layer of randomness that is introduced by the resampling scheme. So our recommendation is to use the bootstrap-population value directly, which is given by

\[
\hat{\omega}_k^2 \equiv \hat{\gamma}_{0,k} + 2 \sum_{i=1}^{n-1} \kappa(n, i) \hat{\gamma}_{i,k},
\]

where

\[
\hat{\gamma}_{i,k} \equiv \frac{n-i}{n} - \frac{1}{n} \left( 1 - q \right)^i + \frac{i}{n} \left( 1 - q \right)^{n-i},
\]

are the usual empirical covariances and the kernel weights (under the stationary bootstrap) are given by

\[
\kappa(n, i) \equiv \frac{n-i}{n} - \frac{1}{n} \left( 1 - q \right)^i + \frac{i}{n} \left( 1 - q \right)^{n-i},
\]

see Politis and Romano (1994).

We seek the distribution of the test statistics under the null hypothesis, and we impose the null by recentering the bootstrap variables about \( \hat{\mu}_l, \hat{\mu}_c, \) or \( \hat{\mu}_u \). This is done by defining:

\[
Z_{k,b,t}^* \equiv d_{k,b,t} - g_i(\bar{d}_k), \quad i = l, c, u, \quad b = 1, \ldots, B, \quad t = 1, \ldots, n,
\]

where \( g_l(x) = \max(0, x), \ g_c(x) = x \cdot \left\lfloor \frac{1}{\sqrt{\omega_k^2/n^2 \log \log n}} \right\rfloor, \) and \( g_u(x) = x \). It is simple to verify that the expected value of \( Z_{k,b,t}^* \) (conditional on \( d_1, \ldots, d_n \)) is given by \( \hat{\mu}_l, \hat{\mu}_c, \) and \( \hat{\mu}_u \), respectively.

**Corollary 6** Let Assumption 1 hold and let \( Z_{b,t}^* \) be centered about \( \bar{\mu} \), for \( \bar{\mu} = \hat{\mu}_l, \hat{\mu}_c, \) or \( \hat{\mu}_u \).

Then

\[
\sup_{z \in \mathbb{R}} \left| P^*(n^{1/2}(Z_{b,t} - \bar{\mu} \leq z) - P(n^{1/2}(\bar{d} - \mu) \leq z) \right| \xrightarrow{P} 0,
\]

where \( \bar{Z}_{k,b}^* = n^{-1} \sum_{t=1}^{n} Z_{k,b,t}^*, \ k = 1, \ldots, m. \)

Given our assumptions about the test statistic, Corollary 6 shows that we can approximate the
distribution of our test statistics under the null hypothesis, by the empirical distribution we obtain
from the bootstrap resamples $Z_{b,t}, \ t = 1, \ldots, n$. The $p$-values of the three tests for SPA are now
simple to obtain. We calculate $T_{SPA}^{*b,n} = \max \{0, \max_{k=1,\ldots,m}[n^{1/2} \tilde{Z}_{k,b}^{*}/\hat{\omega}_k]\}$ for $b = 1, \ldots, B$ and
the bootstrap $p$-value is given by

$$
\hat{p}_{SPA} \equiv \frac{B}{b=1} \frac{1}{B} \sum_{b=1}^{B} \mathbb{1}_{\{T_{SPA}^{*b,n} > T_{SPA}^{n}\}},
$$

where the null hypothesis should be rejected for small $p$-values. Thus we obtain three $p$-values,
one for each of the estimators, $\hat{\mu}^l$, $\hat{\mu}^c$, and $\hat{\mu}^u$. The $p$-values that are based on the test statistic,
$T_{n}^{RC}$, can be derived similarly.

Note that we are using the same estimate of $\omega_k^2$ to calculate $T_{SPA}^{n}$ and $T_{SPA}^{*b,n}, b = 1, \ldots, B$. A
nice robustness of the SPA-test is that it is valid even if $\hat{\omega}_k^2$ is inconsistent for $\omega_k^2$. This is easy
to understand by recalling that $\hat{\omega}_k^2 = 1$ for all $k$ leads to the RC, (and 1 is generally inconsistent
for $\omega_k^2$). While this robustness is convenient, it is desirable that $\hat{\omega}_k^2$ be close to $\omega_k^2$, such that the
individual statistics, $n^{1/2}d_k/\hat{\omega}_k$, are close to having the same scale, due to the power issues we
discussed in Section 2.

4 Size and Power Comparison by Monte Carlo Simulations

The two test statistics, $T_{n}^{RC}$ and $T_{n}^{SPA}$, and the three null distributions (about $\hat{\mu}^l$, $\hat{\mu}^c$, and $\hat{\mu}^u$) result
in six different tests. In this section, we study the size and power properties of these tests in a
simple Monte Carlo experiment.

We generate $L_{k,t} \sim \text{iid } N(\lambda_k/\sqrt{n}, \sigma_k^2)$, for $k = 0, 1, \ldots, m$ and $t = 1, \ldots, n$, where the
benchmark model has $\lambda_0 = 0$. So positive values ($\lambda_k > 0$) correspond to alternatives that are
worse than the benchmark whereas negative values ($\lambda_k < 0$) correspond to alternatives that are
better than the benchmark.

In our experiment we have $\lambda_1 \leq 0$ and $\lambda_k \geq 0$ for $k = 2, \ldots, m$, such that the first alternative
($k = 1$) defines whether the rejection probability corresponds to a Type I error ($\lambda_1 = 0$) or a
power ($\lambda_1 < 0$). The performance of the “poor” models, are such that their mean-values are
spread evenly between zero and $\lambda_m = \Lambda_0$ (the worst model). So the vector of $\lambda_k$s are given by

$$
\lambda \equiv \begin{pmatrix}
\lambda_0 \\
\lambda_1 \\
\lambda_2 \\
\lambda_3 \\
\vdots \\
\lambda_{m-1} \\
\lambda_m
\end{pmatrix} = \begin{pmatrix}
0 \\
\Lambda_1 \\
\frac{1}{m-1}\Lambda_0 \\
\frac{2}{m-1}\Lambda_0 \\
\vdots \\
\frac{m-2}{m-1}\Lambda_0 \\
\Lambda_0
\end{pmatrix}.
$$

In our experiments we use $\Lambda_0 = 0, 1, 2, 5, 10$ to control the extent to which the inequalities are binding ($\Lambda_0 = 0$ corresponds to the case where all inequalities are binding). The first alternative model has $\Lambda_1 = 0, 1, 2, 3, 4, 5$. So $\lambda_1 = \Lambda_1$ defines the local alternative that is being analyzed (unless $\Lambda_1 = 0$ which conforms with the null hypothesis). To make the experiment more realistic, we tie the variance, $\sigma_k^2$, to the “quality” of the model. Specifically we set

$$
\sigma_k^2 = \frac{1}{2} \exp(\arctan(\lambda_k)),
$$

such that a good model has a smaller variance than poor model. Note that this implies that

$$
\sqrt{n}\tilde{d}_k \sim N(\mu_k, \omega_k^2), \quad \text{where } \mu_k = \frac{\lambda_k}{\sqrt{n}} \text{ and } \omega_k^2 \simeq 1 + \frac{1}{2}\lambda_k + \frac{1}{4}\lambda_k^2 - \frac{1}{12} \lambda_k^3,
$$

where the expression for $\omega_k^2$ now follows from $\text{var}(d_{k,t}) = \text{var}(L_{0,t} - L_{k,t}) = \frac{1}{2} + \text{var}(L_{k,t})$ and the Taylor expansion (about zero)

$$
\frac{1}{2} \exp(\arctan(x)) = \frac{1}{2} \left[ 1 + x + \frac{1}{2}x^2 - \frac{1}{6}x^3 - \frac{7}{24}x^4 + O(x^5) \right].
$$

4.1 Simulation Results

We consider first the case with $m = 100$, where we generate result for the sample sizes, $n = 200$ and $n = 1000$. Next, we consider the case with $m = 1000$ using the sample size $n = 200$. The
rejection frequencies we report are based on 10,000 independent samples, where we used \( q = 1 \) in accordance with the lack of time-dependence in \( d_t, t = 1, \ldots, n \). The rejection frequencies of the tests at levels 5% and 10% are reported in Tables 2, 3, and 4. Numbers in italic font are used when the null hypothesis is true, \( (\Lambda_1 = 0) \). So these frequencies correspond to Type I errors. Numbers in standard font represent powers for the various local alternatives \( (\Lambda_1 < 0) \).

Tables 2 and 3 about here

Table 2 contains the results for the case where \( m = 100 \) and \( n = 200 \). In the situation where all 100 inequalities are binding, \( (\Lambda_0 = \Lambda_1 = 0) \), we see that the rejection probabilities are close to the nominal levels for all the tests. The \( \text{SPA}_c \)-test has an over-rejection by 1%, this over-rejection appears to be a small sample problem, because it disappears when the sample size is increased to \( n = 1000 \), see Table 3. The fact that the liberal null distribution does not lead to a larger over-rejection is interesting. This finding may be due to the positive correlation across alternatives, \( \text{cov}(d_{1,t}, d_{j,t}) = \text{var}(L_{0,t}) > 0 \), which creates a positive correlation between the test statistic and \( \hat{\mu}_1 \). So the critical value will tend to be (too) small when the test statistic is small and this correlation will reduce the over-rejection of the tests that are based on \( \hat{\mu}_1 \). This suggest that our test may be improved additionally, if there is a reliable way to incorporate information about the off-diagonal elements of \( \Omega \). We do not pursue this aspect in this paper.

Panel A corresponds to the case where \( \mu = 0 \), and is therefore the best possible situation for LFC-based tests. So this is the (unique) situation where the LFC-based tests apply the correct asymptotic distribution, and it is therefore not surprising that the tests that are based on \( \hat{\mu}_u = 0 \) do well. Fortunately, our new test, \( \text{SPA}_c \), also performs well in this case. When we turn to the configurations where \( \Lambda_0 > 0 \) we immediately see the advantages of using the sample dependent null distribution. A somewhat extreme situation is observed in Table 2 Panel E for \( (\Lambda_0, \Lambda_1) = (10, -3) \), where the RC almost never rejects the null hypothesis, while the new \( \text{SPA}_c \)-test has a power that is close to 84%.

Table 4 about here

\(^3\)All simulations were made using Ox 3.30, see Doornik (1999).
Table 4 is quite interesting because this is a situation where $m = 1000$ exceeds the sample size $n = 200$, such that it would be impossible to estimate $\Omega$ without imposing a restrictive structure on its coefficients. So using standard first-order asymptotics is not a viable alternative to the bootstrap implementation in this situation. Since the bootstrap invokes an implicit estimate of $\Omega$ one might worry about its properties in this situation, where an explicit estimated is unavailable. Nevertheless, the bootstrap does surprisingly well and we only notice a slight over-rejection when all inequalities are binding, ($\Lambda_0 = \Lambda_1 = 0$). The power properties are quite good, despite the fact that 1000 alternative are being compared to the benchmark.

The power curves for the tests that employ $\hat{\mu}_c$ and $\hat{\mu}_u$ are shown in Figure 4, for the case where $m = 100$, $n = 200$ and $\Lambda_0 = 20$. The power curves are based on tests that aim at a 5% significance level, and their rejection frequencies are plotted against a range of local alternatives. These rejection frequencies have not been adjusted for their under-rejection at $\Lambda_1 = 0$. This is a fair comparison, because it would not be possible to make such an adjustment in practice without exceeding the intended level of the test for other configurations – particularly the case where $\Lambda_0 = \Lambda_1 = 0$. See Horowitz and Savin (2000) for a criticism of reporting ‘size’-adjusted powers. From the power curves in Figure 4, it is clear that the RC is dominated by the three other tests. There is a substantial increase in power from using the consistent distribution, and a similar improvement is achieved by using the standardized test statistic, $T^{SPA}_n$. For example, the local alternative $\Lambda_1 = -4$ is rejected by the RC in about 5.5%. Using either the data dependent null distribution (RC$_c$) or the studentization (SPA$_u$) improves the power to about 73.6% and 96.4%, respectively. Invoking both modifications (as advocated in this paper) improves the power to 99.7% in this simulation experiment. So both modifications are very useful and the combination of the two substantially improves the power.

Comparing the sample sizes that would result in the same power is an effective way to convey the relative efficiency of the tests. For the configuration that was used in Figure 4, we see that the four tests have 50% power at the local alternatives, $\mu_1 / \sqrt{n} \approx 2.13$, 2.60, 3.63, and 5.28, respectively. Thus we would need a sample size that is $(2.60/2.13)^2 = 1.49$ times larger to
regain the power that is lost by using the LFC instead of the sample dependent null distribution. In other words, using the LFC is equivalent to tossing away about 33% of the data. Similarly, dropping the studentization is equivalent to tossing away about 65% of the data, and dropping both modifications, (i.e. using the RC instead of SPA), is equivalent to tossing away about 84% of the data in this simulation design.

5 Forecasting US Inflation using Linear Regression Models

In an attempt to forecast annual US inflation, we estimate a large number of linear regression models that are used to construct competing forecasts. The annual US inflation is defined by

$$Y_t = \log \left( \frac{P_t}{P_{t-4}} \right),$$

where \(P_t\) is the GDP price deflator for the \(t\)th quarter. Inflation and most of the variables are not observed instantaneously. For this reason, we let the set of potential regressors consists of variables that are lagged five quarters or more. This leaves time (one quarter) for most of our regressors to be observed at the beginning of the 12-months period that we attempt to forecast the inflation for.

The linear regression models include one, two, or three regressors out of the pool of 27 regressors, \(X_{1,t}, \ldots, X_{27,t}\), which leads to a total of 3303 regression models. Descriptions and definitions of the regressors are given in Table 5.

<table>
<thead>
<tr>
<th>Table 5 about here</th>
</tr>
</thead>
</table>

The sequence of forecasts that is produced by the \(k\)th regression model is given by

$$\hat{Y}_{k,t+5} = \hat{\beta}'_{(k),\tau}X_{(k),\tau}, \quad \tau = 0, \ldots, n - 1,$$

where \(X_{(k),\tau}\) contains the regressors included in model \(k\) and \(\hat{\beta}'_{(k),\tau}\) is the least squares estimator based on the 32 most recent observations (a rolling window). Thus, \(\hat{\beta}'_{(k),\tau} = (X'_{k,\tau}X_{k,\tau})^{-1}X'_{k,\tau}Y_{\tau}\), where the rows of \(X_{k,\tau}\) are given by \(X'_{(k),t-5}, t = \tau - 32 + 1, \ldots, \tau\), and similarly the elements of \(Y_{\tau}\) are given by \(Y_{\tau}, t = \tau - 32 + 1, \ldots, \tau\). Using a rolling-window estimation scheme ensures that stationarity of \((X_{\tau}, Y_{\tau})\) is carried over to \(L(Y_{t+h}, \hat{\beta}'_{(k),\tau}X_{(k),\tau})\), whereby an obvious violation
of Assumption 1 is avoided. For example, it is difficult to reconcile Assumption 1 with the case where $\beta(\cdot)$ is estimated recursively (using an expanding window of observation).

The first forecast of annual inflation is made at time 1959:Q4 (predicting inflation for the year 1960:Q1–1961:Q1). So the evaluation period includes $n = 160$ quarters.

$$t = \begin{cases} 1952:Q1, \ldots, 1959:Q4, & \text{initial estimation period} \\ 1961:Q1, \ldots, 2000:Q4, & \text{evaluation period} \end{cases}$$

The models are evaluated using a mean absolute error criterion (MAE) given by,

$$L(Y_t, \hat{Y}_{k,t}) = |Y_t - \hat{Y}_{k,t}|,$$

and the best performing models have a Phillips curve structure. In fact, the best forecasts are produced by regressors that measure (changes in): inflation, interest rates, employment, and GDP, and the very best sample performance is achieved by the three regressors, $X_{1,t}$, $X_{8,t}$, and $X_{13,t}$, that represent annual inflation, employment relative to the previous year’s employment, and the change in GDP, respectively, see Table 5. We also include the average forecast (average across all regression-based forecasts), because this simple combination of forecasts is often found to dominate the individual forecasts, see for example Stock and Watson (1999). In addition to the average forecast, the 27 regressors leads 3303 regression-based forecasts when we consider all possible subset regressions with one, two, or three regressors. So we are to compare $m = 3304$ forecasts to the random walk benchmark and we refer to this set of competing forecasts as the Large Universe.

Panel A of Table 6 contains the output produced by the tests for SPA for the Large Universe. Since the $p$-value is $.832$ there is no statistical evidence that any of the regression-based forecasts (including the average of them) is better than the random walk forecast. Note the discrepancy between the $p$-values that are based on $\hat{\mu}^\dagger$ and $\hat{\mu}^\ddagger$. This difference suggests that some of the alternatives are poor forecasts and a closer inspection of the Large Universe verifies that several models have a performance that is substantially worse than the benchmark.

The ability to construct better forecasts using models with additional regressors is made difficult by the need to estimate additional parameters. In a forecasting exercise there is a trade-off
between estimating a parameter and imposing it to have a particular value (typically zero, which is implicitly imposed on the coefficient of an omitted regressor). Imposing a particular value will (most likely) introduce a ‘bias’, but if the bias is small it may be less severe for out-of-sample predictions than the prediction error that is introduced by estimation error, see, e.g., Clements and Hendry (1998). Exploiting this bias-variance trade-off is particularly useful whenever the estimator is based on a moderate number of observations, as is the case in our application. For this reason we also consider a Small Universe of regression-based alternatives that all include lagged inflation, $X_{1,t}$, as a regressor with a coefficient that is set to unity. The remaining parameters are estimated by ridge regression that shrinks these parameters towards zero.

So the regression models have the form

$$Y_{t+5} - Y_t = \beta_{(k)}'X_{(k),\tau} + \varepsilon_{(k),t}, \quad \tau = 0, \ldots, n-1,$$

where $X_{(k),\tau}$ is a vector that includes either one or two regressors. As before we use a rolling window scheme (32 quarters), but the estimator for $\beta_{(k)}$ is now given by $\hat{\beta}_{(k),\tau} = (X_{k,\tau}'X_{k,\tau} + \lambda I)^{-1}X_{k,\tau}'\tilde{Y}_t$, where we use $\lambda = 0.1$ as the shrinkage parameter and the elements of $\tilde{Y}_t$ are given by $Y_t - Y_{t-5}$ for $t = \tau - 32 + 1, \ldots, \tau$.

This results in 351 regression-based forecasts plus the average-forecast, such that the total number of alternative forecasts in the Small Universe is $m = 352$. The most accurate forecast in the Small Universe is produced by the regression model with the regressors, $X_{8,t}$ and $X_{9,t}$, that are two measures of (relative) employment. The most significant excess performance (over the benchmark) is produced by the regressions, $X_{6,t}$ and $X_{10,t}$, that represent changes in employment and inventories, respectively. So our findings support a conclusion reached by Stock and Watson (1999), that forecasts that are based on Phillips curve specifications are useful for forecasting inflation.

The empirical results for this universe are presented in Panel B of Table 6. The SPA-p-value for this universe is 0.048, which suggests that the benchmark is outperformed by the regression-based forecasts. For each of the test statistics we note that the p-values are quite similar. This agreement is not surprising because the worsts forecast is only slightly worse than the benchmark,
such that $\hat{\mu}_l$ and $\hat{\mu}_u$ are similar. The difference in $p$-values across the two test statistics is fairly modest but do suggest some variation in the variances, $\omega_k^2, k = 1, \ldots, 352$. 

Reporting the results in Panel B is not fully consistent with the spirit of this paper. The reason is that the results in Panel B do not control for the 3304 forecasting models that were compared to the benchmark in the initial analysis of the Large Universe. So the significant $p$-values in Panel B are subject to criticism for data mining. A way to address this issue seriously, is to perform the tests for SPA over the union of the Large Universe and the Small Universe. We refer to this set of forecasts as the Full Universe and the results for this set of alternatives are presented in Panel C. Adding the large number of insignificant alternatives to the comparison reduces the significance, although the excess performance continue to be borderline significant with a SPA$_c$ $p$-value of 10%. Note that the RC’s $p$-value increases from 10.6% to 96.3% by “adding” the Large Universe to the Small Universe. This jump in the $p$-value is most likely due to the RC’s sensitivity to poor and irrelevant alternatives. The SPA$_c$-test’s $p$-value increases from 4.8% to 10%. While this increment is more moderate, it reveals that the new test is not entirely immune to the inclusion of (a large number of) poor forecasts. This reminds us that excessive data mining can be costly in terms of the conclusions that can be drawn from the analysis, because it may prevent the researcher from concluding that a particular finding is significant. Given the scarcity of macroeconomic data, it can therefore be useful to confine the set of alternatives to those that are motivated by theoretical considerations, instead of a blind search over a large number of alternatives.

6 Summary and Concluding Remarks

We have analyzed the problem of comparing multiple forecasts to a given benchmark through tests for superior predictive ability. We have shown that the power can be improved (often substantially) by using a studentized test statistic and incorporating additional sample information by means of a data dependent null distribution. The latter serves to identify the irrelevant alternatives and reduce their influence on the test for SPA.

The power improvements were quantified in simulation experiments and an empirical forecasting exercise of US inflation. These also highlighted that the RC is sensitive to poor and
irrelevant alternatives. Two researchers are therefore more likely to arrive at the same conclusion when they use the SPA$_c$-test, than is the case when they use the RC – even if they do not fully agree on the set of forecasts that is relevant for the analysis.

Interesting we found that the best (and most significant) predictions of US inflation were produced by regression-based forecasts that had a Phillips curve structure. In our Full Universe of alternatives we found that the (random walk) benchmark forecast is outperformed by the regression-based forecasts if a moderate significance level is employed. While the SPA$_c$-test yields a $p$-value of 10% the RC yields a $p$-value of about 96%, such that the two tests arrive at opposite conclusions (weak evidence against $H_0$ versus no evidence). This occurs because the poor alternatives conceal the evidence against the null hypothesis when the RC is used. This phenomenon is also found in Hansen and Lunde (2004) who compared a large number of volatility models, using the theoretical results of the present paper.

While there are several advantages of our new test, there are important issues that need to be addressed in future research. In the present paper, we have proposed two modifications and adopted these in a stationary framework. This framework does not permit the comparison of nested models if the recursive scheme is used to estimate the parameters. So it would be interesting to construct a suitable test for comparing a large number of nested models and analyze our two modifications in this framework.

Despite its many pitfalls, data mining is a constructive device for the discovery of true phenomena and has become a popular tool in many applied areas, such as genetics, e-commerce, and financial services. However it is necessary to account for the full data exploration, before a legitimate statement about significance can be made. Increasing the number of comparisons makes it more difficult to establish significance (other things being equal). This aspect is particularly problematic for economic applications where data are often scarce. In this context it is particularly useful to confine the exploration to alternatives that are motivated by theoretical considerations. Our empirical application provides a good illustration of this issue. Within the Small Universe we found fairly compelling evidence against the null hypothesis, and ex post is it easy to produce arguments that motivate the use of shrinkage methods, which led to the Small Universe
of regression-based forecasts. However, because the Large Universe was explored in the initial analysis, we cannot exclude the possibility that the largest $t$-statistic would have been found in this universe. The weaker evidence against the null hypothesis that is found in the Full Universe is the price we have to pay for the (perhaps unnecessary) data exploration that preceded our analysis of the Small Universe.

A Appendix of Proofs

Proof of Theorem 1. We define the vectors, $W_n, Z_n \in \mathbb{R}^m$, whose elements are given by $W_{n,k} = n^{1/2} \bar{d}_k 1_{[\mu_k < 0]}$ and $Z_{n,k} = n^{1/2} \bar{d}_k 1_{[\mu_k = 0]}$, $k = 1, \ldots, m$. Thus $U_n = W_n + Z_n$ under the null hypothesis. The mappings (coordinate selectors) that transform $U_n$ into $W_n$ and $Z_n$ are continuous, so that $(W_n - n^{1/2} \mu) \xrightarrow{d} N(0, \Omega - \Omega^0)$ and $Z_n \xrightarrow{d} N(0, \Omega^0)$, by the continuous mapping theorem. This implies that

$$\varphi(U_n, V_n) = \varphi(W_n + Z_n, V_n) = \varphi(Z_n, V_n) + o_p(1) \xrightarrow{d} \varphi(Z, v_0),$$

where the second equality uses Assumption 2.b and the fact that the elements of $W_n$ are either zero ($\mu_k = 0$) or diverges to minus infinity in probability ($\mu_k < 0$). Under the alternative hypothesis there will be an element of $n^{1/2}\bar{d}$ that diverges to infinity. So the last result of the theorem follows by Assumption 2.c.■

Proof of Corollary 2. The results follow from $n^{1/2}(\bar{d} - \mu) \xrightarrow{d} N(0, \Omega)$ and the continuous mapping theorem, applied to the mapping $\bar{d} \mapsto \bar{d}_{\text{max}}$. ■

Proof of Theorem 3. Without loss of generality, suppose that $\mu_k = 0$ for $k = 1, \ldots, m_o$ and that $\mu_k < 0$ for $k = m_o + 1, \ldots, m$. Given our definition of $\hat{\mu}^c$ it holds that $P(\hat{\mu}_1^c = \cdots = \hat{\mu}_{m_o}^c = 0, \hat{\mu}_{m_o+1}^c < \epsilon, \ldots, \hat{\mu}_m^c < \epsilon)$ almost surely as $n \to 0$, for some $\epsilon < 0$. So for $n$ sufficiently large, the last $m - m_o$ elements of $Z_{n}^c$ are bounded below zero in probability, which shows that $\hat{\mu}^c$ leads to the correct limiting distribution and $F_n^c \to F_o$. That $F_n^l(x) \leq F_n^c(x) \leq F_n^u(x)$ follows from $\hat{\mu}_1^l \leq \hat{\mu}^c \leq \hat{\mu}_m^u$. ■

Proof of Corollary 4. The test statistic $T_n^{SPA}$ leads to a continuous asymptotic distribution, $F_o(t)$,
for all $t > 0$. Since $\hat{F}_n^c(t) - F_0(t) = [\hat{F}_n^c(t) - F_n^c(t)] + [F_n^c(t) - F_0(t)]$, the result now follows, because the first term is $o(1)$ by assumption and the second term is $o(1)$ by Theorem 3. ■

**Proof of Lemma 5.** Follows from Goncalves and de Jong (2003, theorem 2). ■

**Proof of Corollary 6.** Since $Z_{k,b,t}^* - \hat{\mu}_k = (\hat{d}_{k,b,t}^* - g_t(\tilde{d}_k)) - (\tilde{d}_k - g_t(\tilde{d}_k)) = d_{k,b,t}^* - \tilde{d}_k$ for all $k = 1, \ldots, m$, the Corollary follows trivially from Lemma 5. ■

**References**


Table 1: Overview of Notation and Definitions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 1, \ldots, n$</td>
<td>Sample period for the model comparison.</td>
</tr>
<tr>
<td>$k = 0, 1, \ldots, m$</td>
<td>Model index ($k = 0$ is the benchmark).</td>
</tr>
<tr>
<td>$\zeta_t$</td>
<td>Object (variable) of interest.</td>
</tr>
<tr>
<td>$\delta_{k,t-h}$</td>
<td>The $k$th decision rule (e.g. $h$-step-ahead forecast of $\zeta_t$).</td>
</tr>
<tr>
<td>$L_{k,t} = L(\zeta_t, \delta_{k,t-h})$</td>
<td>Observed loss of the $k$th decision rule/forecast.</td>
</tr>
<tr>
<td>$d_{k,t} = L_{0,t} - L_{k,t}$</td>
<td>Performance of model $k$ relative to the benchmark.</td>
</tr>
<tr>
<td>$\bar{d}<em>k = \frac{1}{n} \sum</em>{t=1}^{n} d_{k,t}$</td>
<td>Average relative performance of model $k$.</td>
</tr>
<tr>
<td>$d_t = (d_{1,t}, \ldots, d_{m,t})'$</td>
<td>Vector of relative performances at time $t$.</td>
</tr>
<tr>
<td>$\bar{d} = \frac{1}{n} \sum_{t=1}^{n} d_t$</td>
<td>Vector of average relative performance.</td>
</tr>
<tr>
<td>$\mu_k = E(d_{k,t})$</td>
<td>Expected excess performance of model $k$.</td>
</tr>
<tr>
<td>$\mu = (\mu_1, \ldots, \mu_m)'$</td>
<td>Vector of expected excess performances.</td>
</tr>
<tr>
<td>$\Omega = \text{avar}(n^{1/2}\bar{d})$</td>
<td>Asymptotic $m \times m$ covariance matrix.</td>
</tr>
<tr>
<td>Panel</td>
<td>( \Lambda_0 = 0 )</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Panel A: ( \Lambda_0 = 0 )</td>
<td>0.108 0.101 0.101 0.116 0.110 0.109</td>
</tr>
<tr>
<td>Panel B: ( \Lambda_0 = 1 )</td>
<td>0.112 0.105 0.105 0.136 0.129 0.129</td>
</tr>
<tr>
<td>Panel C: ( \Lambda_0 = 2 )</td>
<td>0.219 0.197 0.197 0.436 0.389 0.388</td>
</tr>
<tr>
<td>Panel D: ( \Lambda_0 = 5 )</td>
<td>0.727 0.620 0.618 0.921 0.845 0.841</td>
</tr>
<tr>
<td>Panel E: ( \Lambda_0 = 10 )</td>
<td>0.972 0.972 0.962 1.000 0.998 0.997</td>
</tr>
</tbody>
</table>

Estimated rejection frequencies for the six tests for SPA under the null hypothesis \( (\Lambda_1 = 0) \) and local alternatives \( (\Lambda_1 < 0) \). Thus the rejection frequencies in italic font correspond to Type I errors and those in normal font correspond to local powers. The reality check of White (2000) is denoted by RC, and the test advocated by this paper is denoted by SPA.
Table 3: Rejection Frequencies under the Null and Alternative ($m = 100$ and $n = 1000$)

<table>
<thead>
<tr>
<th>Level: $\alpha = 0.05$</th>
<th>Level: $\alpha = 0.10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda_1$</td>
<td>$\text{RC}_l$</td>
</tr>
<tr>
<td>0</td>
<td>0.051</td>
</tr>
<tr>
<td>-1</td>
<td>0.054</td>
</tr>
<tr>
<td>-2</td>
<td>0.125</td>
</tr>
<tr>
<td>-3</td>
<td>0.556</td>
</tr>
<tr>
<td>-4</td>
<td>0.970</td>
</tr>
<tr>
<td>-5</td>
<td>1.000</td>
</tr>
<tr>
<td>Panel B: $\Lambda_0 = 1$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.011</td>
</tr>
<tr>
<td>-1</td>
<td>0.011</td>
</tr>
<tr>
<td>-2</td>
<td>0.034</td>
</tr>
<tr>
<td>-3</td>
<td>0.316</td>
</tr>
<tr>
<td>-4</td>
<td>0.900</td>
</tr>
<tr>
<td>-5</td>
<td>1.000</td>
</tr>
<tr>
<td>Panel B: $\Lambda_0 = 5$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.003</td>
</tr>
<tr>
<td>-1</td>
<td>0.003</td>
</tr>
<tr>
<td>-2</td>
<td>0.014</td>
</tr>
<tr>
<td>-3</td>
<td>0.202</td>
</tr>
<tr>
<td>-4</td>
<td>0.844</td>
</tr>
<tr>
<td>-5</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Estimated rejection frequencies for the six tests for SPA under the null hypothesis ($\Lambda_1 = 0$) and local alternatives ($\Lambda_1 < 0$). Thus the rejection frequencies in italic font correspond to Type I errors and those in normal font are correspond to local powers. The reality check of White (2000) is denoted by $\text{RC}_u$ and the test advocated by this paper is denoted by $\text{SPA}_c$. 
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Table 4: Rejection Frequencies under the Null and Alterantive ($m = 1000$ and $n = 200$)

<table>
<thead>
<tr>
<th>Level: $\alpha = 0.05$</th>
<th>Level: $\alpha = 0.10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda_1$</td>
<td>$RC_l$</td>
</tr>
<tr>
<td>0</td>
<td>0.049</td>
</tr>
<tr>
<td>-1</td>
<td>0.049</td>
</tr>
<tr>
<td>-2</td>
<td>0.061</td>
</tr>
<tr>
<td>-3</td>
<td>0.288</td>
</tr>
<tr>
<td>-4</td>
<td>0.815</td>
</tr>
<tr>
<td>-5</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Panel A: $\Lambda_0 = 0$

| 0 | 0.009 | 0.007 | 0.007 | 0.025 | 0.022 | 0.022 | 0.022 | 0.017 | 0.017 | 0.017 | 0.054 | 0.045 | 0.045 |
| -1 | 0.009 | 0.007 | 0.007 | 0.029 | 0.025 | 0.025 | 0.026 | 0.020 | 0.020 | 0.020 | 0.022 | 0.192 | 0.191 |
| -2 | 0.010 | 0.008 | 0.008 | 0.150 | 0.127 | 0.127 | 0.150 | 0.103 | 0.102 | 0.759 | 0.652 | 0.643 |
| -3 | 0.066 | 0.049 | 0.049 | 0.652 | 0.555 | 0.548 | 0.701 | 0.172 | 0.167 | 0.759 | 0.652 | 0.643 |
| -4 | 0.502 | 0.345 | 0.339 | 0.658 | 0.598 | 0.596 | 0.500 | 0.500 | 0.993 | 0.956 | 0.947 |
| -5 | 0.965 | 0.813 | 0.794 | 1.000 | 0.998 | 0.997 | 0.994 | 0.886 | 1.000 | 1.000 | 1.000 |

Panel B: $\Lambda_0 = 1$

| 0 | 0.001 | 0.000 | 0.000 | 0.015 | 0.011 | 0.011 | 0.005 | 0.002 | 0.002 | 0.035 | 0.026 | 0.025 |
| -1 | 0.001 | 0.000 | 0.000 | 0.020 | 0.015 | 0.015 | 0.005 | 0.002 | 0.002 | 0.043 | 0.032 | 0.032 |
| -2 | 0.002 | 0.000 | 0.000 | 0.155 | 0.115 | 0.113 | 0.006 | 0.003 | 0.003 | 0.233 | 0.172 | 0.167 |
| -3 | 0.016 | 0.007 | 0.007 | 0.669 | 0.544 | 0.525 | 0.054 | 0.022 | 0.022 | 0.779 | 0.636 | 0.616 |
| -4 | 0.291 | 0.125 | 0.117 | 0.985 | 0.923 | 0.906 | 0.516 | 0.243 | 0.224 | 0.994 | 0.940 |
| -5 | 0.901 | 0.576 | 0.529 | 1.000 | 0.999 | 0.996 | 0.980 | 0.683 | 1.000 | 1.000 | 1.000 |

Panel C: $\Lambda_0 = 2$

| 0 | 0.000 | 0.000 | 0.000 | 0.011 | 0.005 | 0.004 | 0.002 | 0.000 | 0.000 | 0.029 | 0.012 | 0.009 |
| -1 | 0.000 | 0.000 | 0.000 | 0.019 | 0.010 | 0.008 | 0.002 | 0.000 | 0.000 | 0.044 | 0.020 | 0.016 |
| -2 | 0.000 | 0.000 | 0.000 | 0.199 | 0.122 | 0.101 | 0.002 | 0.000 | 0.000 | 0.291 | 0.180 | 0.148 |
| -3 | 0.011 | 0.000 | 0.000 | 0.748 | 0.570 | 0.505 | 0.045 | 0.004 | 0.002 | 0.843 | 0.664 | 0.589 |
| -4 | 0.303 | 0.036 | 0.017 | 0.993 | 0.939 | 0.897 | 0.575 | 0.098 | 0.050 | 0.998 | 0.967 | 0.930 |
| -5 | 0.936 | 0.387 | 0.207 | 1.000 | 0.999 | 0.996 | 0.992 | 0.356 | 1.000 | 1.000 | 1.000 |

Panel D: $\Lambda_0 = 5$

| 0 | 0.000 | 0.000 | 0.000 | 0.012 | 0.004 | 0.003 | 0.002 | 0.000 | 0.000 | 0.029 | 0.011 | 0.004 |
| -1 | 0.000 | 0.000 | 0.000 | 0.025 | 0.012 | 0.007 | 0.002 | 0.000 | 0.000 | 0.054 | 0.024 | 0.011 |
| -2 | 0.001 | 0.000 | 0.000 | 0.259 | 0.156 | 0.097 | 0.004 | 0.000 | 0.000 | 0.366 | 0.226 | 0.141 |
| -3 | 0.031 | 0.001 | 0.000 | 0.815 | 0.633 | 0.495 | 0.109 | 0.006 | 0.000 | 0.891 | 0.726 | 0.579 |
| -4 | 0.508 | 0.064 | 0.005 | 0.996 | 0.958 | 0.892 | 0.765 | 0.175 | 0.018 | 0.999 | 0.981 | 0.926 |
| -5 | 0.983 | 0.531 | 0.099 | 1.000 | 1.000 | 0.995 | 0.998 | 0.753 | 0.210 | 1.000 | 1.000 | 0.998 |

Panel E: $\Lambda_0 = 10$

Estimated rejection frequencies for the six tests for SPA under the null hypothesis ($\Lambda_1 = 0$) and local alternatives ($\Lambda_1 < 0$). Thus the rejection frequencies in italic font correspond to Type I errors and those in normal font are correspond to local powers. The reality check of White (2000) is denoted by RC$_a$, and the test advocated by this paper is denoted by SPA$_c$. 
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Table 5: Definitions of Variables

Panel A: Description of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_t$</td>
<td>Annual inflation</td>
</tr>
<tr>
<td>$X_{1,t}, X_{2,t}$</td>
<td>Annual inflation (lags of $Y_t$)</td>
</tr>
<tr>
<td>$X_{3,t}, X_{4,t}$</td>
<td>Quarterly inflation</td>
</tr>
<tr>
<td>$X_{5,t}$</td>
<td>Quarterly inflation relative to previous year’s inflation</td>
</tr>
<tr>
<td>$X_{6,t}, X_{7,t}$</td>
<td>Changes in employment in manufacturing sector</td>
</tr>
<tr>
<td>$X_{8,t}$</td>
<td>Quarterly employment relative to average of previous year</td>
</tr>
<tr>
<td>$X_{9,t}$</td>
<td>Quarterly employment relative to average of previous two years</td>
</tr>
<tr>
<td>$X_{10,t}, X_{11,t}$</td>
<td>Quarterly changes in real inventory</td>
</tr>
<tr>
<td>$X_{12,t}, X_{13,t}$</td>
<td>Quarterly changes in quarterly GDP</td>
</tr>
<tr>
<td>$X_{14,t}$</td>
<td>Interest paid on 3-month T-bill</td>
</tr>
<tr>
<td>$X_{15,t}, X_{16,t}$</td>
<td>Changes in 3-month T-bill</td>
</tr>
<tr>
<td>$X_{17,t}, X_{18,t}$</td>
<td>Changes in 3-month T-bill relative to level of T-bill</td>
</tr>
<tr>
<td>$X_{19,t}, X_{20,t}$</td>
<td>Changes in prices of fuel and energy</td>
</tr>
<tr>
<td>$X_{21,t}, X_{22,t}$</td>
<td>Changes in prices of food</td>
</tr>
<tr>
<td>$X_{23,t} = X_{26,t}$</td>
<td>Quarterly dummies: first, second, third, and fourth quarter</td>
</tr>
<tr>
<td>$X_{27,t}$</td>
<td>Constant</td>
</tr>
</tbody>
</table>

Panel B: Definitions of Variables

\[
\begin{align*}
Y_t &= \log(\text{GDPCTPI}_t) - \log(\text{GDPCTPI}_{t-4}), \quad X_{1,t} = Y_{t-5}, \quad X_{2,t} = Y_{t-8} \\
X_{3,t} &= 4\log(\text{GDPCTPI}_t) - \log(\text{GDPCTPI}_{t-1}), \quad X_{4,t} = X_{3,t-1} \\
X_{5,t} &= \log(1 + x_{3,t}) - \log(1 + X_{1,t-1}) \\
X_{6,t} &= \log(\text{MANEMP}_t) - \log(\text{MANEMP}_{t-1}), \quad X_{7,t} = X_{6,t-1} \\
X_{8,t} &= \log(\text{MANEMP}_t) - \log(\frac{1}{4} \sum_{i=1}^{4} \text{MANEMP}_{t-i}) \\
X_{9,t} &= \log(\text{MANEMP}_t) - \log(\frac{1}{8} \sum_{i=1}^{8} \text{MANEMP}_{t-i}) \\
X_{10,t} &= \log(\text{CBI}_t) - \log(\text{GDP}_t), \quad X_{11,t} = X_{10,t-1} \\
X_{12,t} &= \log(\text{GDP}_t) - \log(\text{GDP}_{t-1}), \quad X_{13,t} = X_{12,t-1} \\
X_{14,t} &= \log(\text{GDP}_t) - \log(\text{GDP}_{t-1}), \quad X_{15,t} = X_{14,t-1}, \quad X_{16,t} = \Delta X_{14,t}/X_{14,t}, \quad X_{17,t} = X_{16,t}, \quad X_{18,t} = X_{17,t-1} \\
X_{19,t} &= \log(\text{PPIENG}_t) - \log(\text{PPIENG}_{t-1}), \quad X_{20,t} = X_{19,t-1} \\
X_{21,t} &= \log(\text{PPIFCF}_t) - \log(\text{PPIFCF}_{t-1}), \quad X_{22,t} = X_{21,t-1} \\
X_{23,t} &= 1, \quad X_{24,t} = X_{23,t-1}, \quad X_{25,t} = X_{23,t-2}, \quad X_{26,t} = X_{23,t-3}, \quad X_{27,t} = 1
\end{align*}
\]


* Quarterly data are defined to be the average of the monthly observations over the quarter.

** Quarterly data are defined to be the last monthly observation of the quarter.
Table 6: Tests for Superior Predictive Ability

Panel A: Results for the Large Universe of Forecasts

<table>
<thead>
<tr>
<th>Evaluated by MAE</th>
<th>Benchmark: 0.0098</th>
<th>$t$-statistic</th>
<th>“p-value”</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 3304$ (number of models)</td>
<td>Best Performing: 0.0084</td>
<td>1.2363</td>
<td>0.120</td>
</tr>
<tr>
<td>$n = 160$ (sample size)</td>
<td>Most Significant: 0.0085</td>
<td>1.2628</td>
<td>0.112</td>
</tr>
<tr>
<td>$B = 10,000$ (resamples)</td>
<td>Median: 0.0141</td>
<td>$-2.7694$</td>
<td>$-$</td>
</tr>
<tr>
<td>$q = 0.25$ (dependence)</td>
<td>Worst: 0.0416</td>
<td>$-7.8939$</td>
<td>$-$</td>
</tr>
<tr>
<td>$RC_l$</td>
<td>$RC_c$</td>
<td>$RC_u$</td>
<td>$SPA_l$</td>
</tr>
<tr>
<td>SPA $p$-values:</td>
<td>0.503</td>
<td>0.781</td>
<td>0.978</td>
</tr>
</tbody>
</table>

Panel B: Results for the Small Universe of Forecasts

<table>
<thead>
<tr>
<th>Evaluated by MAE</th>
<th>Benchmark: 0.0098</th>
<th>$t$-statistic</th>
<th>“p-value”</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 352$ (number of models)</td>
<td>Best Performing: 0.0082</td>
<td>2.7547</td>
<td>0.006</td>
</tr>
<tr>
<td>$n = 160$ (sample size)</td>
<td>Most Significant: 0.0096</td>
<td>2.9399</td>
<td>0.004</td>
</tr>
<tr>
<td>$B = 10,000$ (resamples)</td>
<td>Median: 0.0097</td>
<td>0.0657</td>
<td>$-$</td>
</tr>
<tr>
<td>$q = 0.25$ (dependence)</td>
<td>Worst: 0.0107</td>
<td>$-1.3272$</td>
<td>$-$</td>
</tr>
<tr>
<td>$RC_l$</td>
<td>$RC_c$</td>
<td>$RC_u$</td>
<td>$SPA_l$</td>
</tr>
<tr>
<td>SPA $p$-values:</td>
<td>0.071</td>
<td>0.106</td>
<td>0.106</td>
</tr>
</tbody>
</table>

Panel C: Results for the Full Universe of Forecasts

<table>
<thead>
<tr>
<th>Evaluated by MAE</th>
<th>Benchmark: 0.0098</th>
<th>$t$-statistic</th>
<th>“p-value”</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 3656$ (number of models)</td>
<td>Best Performing: 0.0082</td>
<td>2.7547</td>
<td>0.006</td>
</tr>
<tr>
<td>$n = 160$ (sample size)</td>
<td>Most Significant: 0.0096</td>
<td>2.9399</td>
<td>0.004</td>
</tr>
<tr>
<td>$B = 10,000$ (resamples)</td>
<td>Median: 0.0135</td>
<td>$-1.9398$</td>
<td>$-$</td>
</tr>
<tr>
<td>$q = 0.25$ (dependence)</td>
<td>Worst: 0.0416</td>
<td>$-7.8939$</td>
<td>$-$</td>
</tr>
<tr>
<td>$RC_l$</td>
<td>$RC_c$</td>
<td>$RC_u$</td>
<td>$SPA_l$</td>
</tr>
<tr>
<td>SPA $p$-values:</td>
<td>0.395</td>
<td>0.691</td>
<td>0.963</td>
</tr>
</tbody>
</table>

The table reports SPA $p$-values for three sets of regression-based forecasts that are compared to a random walk forecast. The $p$-value of the new test, SPA$_c$, is in bold font.
Figure 1: This Figure shows (one minus) the cdfs for the test statistics $T^{RC}$ and $T^{SPA}$ under both the null hypothesis, $\mu_1 = \mu_2 = 0$, and the local alternative where $\mu_2 = 2/\sqrt{n} > 0$. The studentization improves the power from about 15% to about 53%.
Figure 2: A situation where the RC fails to reject a false null hypothesis. The true parameter value is $\mu = (\mu_1, \mu_2)'$, the sample estimate is $\bar{d} = (\bar{d}_1, \bar{d}_2)'$, and $C_{RC}$ illustrates the critical value derived from a distribution that tacitly assumes $\mu = (0, 0)'$. 
Figure 3: The figure shows how the power is improved by using the sample dependent null distribution. This distribution is centered about $\hat{\mu}^C = a$, which leads to the critical value $C_{SPA}$. In contrast, the RC fails to reject the LFC null distribution leads to the larger critical value $C_{RC}$. 
Figure 4: Local power curves of the four tests, SPA_c, SPA_u, RC_c, and RC_u, for the simulation experiment where $m = 100$, $\Lambda_0 = 20$, and $\mu_1/\sqrt{n} (= -\Lambda_1)$ ranges from 0 to 8 (the x-axis). The power curves quantify the power improvements from the two modifications of the Reality Check. Both the studentization and the data dependent null distribution lead to substantial gains in power for this configuration.